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1 | BACKGROUND

1.1 | The problem, condition or issue

At‐risk youth may be defined as a diverse group of young people in

unstable life circumstances, who are currently experiencing or are at

risk of developing one or more serious problems such as school

failure or drop‐out, mental health disorders, substance and/or alcohol

abuse, unemployment, long‐term poverty, delinquency and more

serious criminal behaviour (Arbreton et al., 2005; Quinn, 1999).

At‐risk youth typically have a multitude of social and psychological

problems and typically also come from families considered at‐risk
(Treskon, 2016). They may occasionally or permanently be homeless

and spend time in the streets.

No readily available statistics on the numbers of at‐risk youth exist

but statistics on the numbers experiencing the adverse outcomes can be

found. For example, according to the National Conference of State

Legislatures (NCSL) on any given night, approximately 41,000 un-

accompanied youth ages 13–25 experience homelessness in the United

States (NCSL, 2019). It is estimated that 4.2 million youth and young

adults experience homelessness each year, and that 10% of young adults

ages 18–25, and at least one in 30 adolescents ages 13–17, experience

some form of homelessness over the course of a year (NCSL, 2019). A

substantial part of them report having a number of other problems too;

for example, having substance misuse problems (29%), mental health

problems (69%) or been in the juvenile justice system, in jail or detention

(50%), Further, school drop‐out and no high school diploma or General

Equivalency Diploma is the number one correlate for elevated risk of

youth homelessness (NCSL, 2019). In Denmark the numbers are much

lower. The estimated number of homeless youth, <25 years of age, was

1,036 in 2019 (Benjaminsen, 2019) which amounts to <1% of those aged

13–24 years; but in line with the evidence from the United States a large

part of them have other problems (e.g., substance misuse and mental

health problems) as well and the majority in the age group 18–24 are

NEET, that is, neither employed nor in education or training (Benjaminsen

et al., 2020). Numbers of homeless youth across Organisation for

Economic Co‐operation and Development (OECD) countries are hard to

locate and definitions of homelessness vary across countries

(OECD, 2020a) but most likely, there is as great variation as in other

indicators of at‐risk youth. For example, the rates of school drop‐out,
those that do not reach a basic minimum level of skills, is on average 19%

across OECD countries and range from 2% in Korea to 58% in Turkey for

the 25–34 years old (OECD, 2012). Also, the NEET rates vary a lot across

OECD countries; from <7% of the 15–29 year old in Iceland and the

Netherlands to more than 37% in South Africa with an OECD average of

13% (OECD, 2020b).

At‐risk youth are often very unlikely to seek out help for themselves

within the established venues, as their adverse developmental trajec-

tories have installed a lack of thrust in authorities such as child protection

agencies and social workers (Ronel, 2006). In order to help this popula-

tion, a number of outreach programmes have been established seeking to

help the young people on an ad hoc basis, meaning that the interventions

are designed to fit the individual needs of each young person rather than

as a one‐size‐fits‐all treatment model (Korf et al., 1999; Svensson et al.,

2003). The programmes are often multicomponent interventions and

often rely on volunteers as outreach workers, as these are proposed to
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offer the young people a unique possibility for forming trusting re-

lationships due to the fact that help is offered as an act of altruism

(Ronel, 2006). The programmes may offer basic necessities such as food

or shelter and they may offer counselling, mentoring and medical assis-

tance. What define the outreach programmes is that they are targeted at

helping the young people away from the streets and their current

adverse developmental paths towards more stable living situations and

developmental prospects.

Due to the very nature of the programmes, the effects are

difficult to determine. First, randomisation is difficult when there is

no system of referral, and the uniquely tailored interventions, which

each young person receives raises the question if one can even

describe the intervention as uniform even within the same pro-

gramme. Second, the aims of the programmes are typically to change

the long‐term developmental paths of the participants, but long-

itudinal studies are often not feasible, and the establishment of long‐
term preventive effects is difficult. However, even if the obstacles are

many, it is still important to explore the efficacy of outreach

programmes, as the stakes are extremely high. If left alone, the target

population of at‐risk youth are likely to develop serious long‐term
problems, which are not just detrimental to the individual but also

very costly to societies.

1.2 | The intervention

The intervention in this review is targeted outreach work which may be

(but does not have to be) multicomponent programmes in which outreach

may be combined with other services. There are different meanings of

the concept outreach work throughout Europe and a wide variety of

outreach initiatives with different arrangements were outreach may work

in one or many ways (Svensson, 2003).

The term outreach work as we will use it in this review is commonly

known throughout Scandinavia and is corresponding with detached youth

work in England (similar to street work or fieldwork; Korf et al., 1999).

Detached outreach work is executed outside any agency setting, is taking

place in the community where groups of marginalised youth are known to

meet, with the aim of engaging young people who lack any kind of

belonging by directing young people to treatment or care services when

necessary. It may be based on voluntary efforts, peer groups or profes-

sionals, social workers, social pedagogical workers and health workers

but the common nature is to meet the young people on their own terms.

Outreach work is based on voluntary participation and is an important

approach for intervening with hard to reach populations, and identifying

their needs in a flexible and responsive manner with no manual based

restrictions.

However, an outreach programme may be associated with a

specific service or combination of services offered by one or more

organisations targeting a specific population. The services combined

with the outreach component could be case management or parti-

cipation in community programmes or even a continuum of com-

prehensive services including education, employment, and intensive

supervision.

Outreach efforts with services only focusing on nutritional and

medical care (e.g., testing for human immunodeficiency virus [HIV]) will be

excluded.

The comparison population are young people at‐risk who are not

contacted by the outreach workers and are not encouraged to attend

any services.

1.3 | How the intervention might work

The primary mechanism of change in outreach work with at‐risk youth is

to facilitate positive change by gradually building up a sense of trust

between the young person and the outreach worker(s) (Svensson, 2003).

Characteristically, the aim of the outreach youth worker is to find solu-

tions to young people's problems in their own environment, rather than

deciding while sitting behind a desk what they consider best for the

person concerned. The goal is always to prevent further marginalisation

and encourage social integration (Svensson, 2003).

Theoretically, outreach work may be understood through an

empowerment lens. Empowerment theory is both a value orientation

for working in the community and a theoretical model for under-

standing the processes whereby individuals gain access to resources

and acquire skills and knowledge enabling them to take advantage of

opportunities within the community and to exert control and influ-

ence over decisions that affect their lives (Zimmerman, 2002). As a

value orientation empowerment theory proposes that many social

problems exist because of unequal distribution of, and access to,

resources within the community. The theory further suggests that

many individuals are best served by mutual help, helping others

or working for their rights rather than having their needs fulfilled

by a benevolent professional (Perkins & Zimmerman, 1995;

Zimmerman, 2002). What this means is that outreach work is aimed

at enabling the at‐risk young person to function more autonomously

and adaptively within their community rather than just providing a

quick fix for their current problems. Empowerment theory proposes

that by identifying strengths rather than pointing out and cataloguing

risk factors, at‐risk youth may become motivated to actively engage

in their own positive change. Outreach work may thus also be un-

derstood as aimed at promoting resiliency by enabling the young

person to make better use of their personal and social resources.

Theoretically a number of protective factors may serve to buffer the

adversity a young person might be exposed to. Protective factors at

the personal level may include being physically healthy, having a good

self‐esteem and adaptive coping skills. At the family level protective

factors may include having a supportive network of family or friends

and at the societal level protective factors may include living in a

community with acces to support. Thus, outreach work may be seen

as drawing on resiliency theory when working to assist the young

person in identifying protective factors (Zimmerman et al., 2013). As

proposed by Rappaport (1985) social change based on empowerment

is proposed to be brought on by a change of both language and

conceptions. Instead of perceiving the outreach workers and at‐risk
young people as “professionals” and “clients”, empowerment thinking
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proposes a bidirectional relationship between helpers and partici-

pants. In outreach work this means that the outreach workers aim to

meet the at‐risk youth with a none‐judgemental approach char-

acterised by genuine empathy rather than prejudice and victim

blaming (Svensson, 2003; Zimmerman, 2002). In addition to meeting

the youth with empathy outreach workers strive to become “cultu-

rally competent” which may be defined as the willingness to under-

stand young people from different cultural and social backgrounds

and the ability to put oneself in their situation. It also includes the

ability and readiness to sympathise with young people subjected to

prejudice, social exclusion and stigmatisation, and to approach each

young person with respect, open‐mindedness and commitment

(Svensson, 2003).

As stated in the introduction at‐risk youth often come from

socioeconomically less advantaged and dysfunctional families

(Treskon, 2016). At risk youth have often experienced at number of

adverse events such as poverty, emotional or physical abuse and

neglect, out‐of‐home placement, living with mentally ill or substance

abusing parents and unstable housing situations leading to a lack of

continuity in their education. Thus, at‐risk youth often lack stable

attachment figures and suitable adult role models, which leads to a

lack of adaptive life skills and compromises their ability to seek

appropriate help within established venues. Early adverse experi-

ences may also lead to a deeply installed mistrust of authorities and

thus at‐risk youth are often unlikely to seek out help for themselves.

In line with empowerment thinking, outreach programmes seek to

meet the young person at their own terms offering them the specific

help they need here and now and thus slowly building up a trusting

relationship which may be used for future motivational work

(Svensson, 2003). Outreach workers aim at offering the young person

a positive adult role model and thus provide the young person with

the kind of socioemotional support which they often lack. Sometimes

outreach workers may teach the young person basic life skills, such

as personal hygiene, offer assistance with home work or writing job

applications, paying bills, getting help for substance or alcohol abuse

problems and being on time for work or school, or they may ac-

company the young person to meetings with authority figures, which

are fear‐inducing in the young person due to their negative past

experiences. Furthermore, outreach work may include tutoring

programmes, or offer assistance with baby‐sitting and housing for

socially disadvantaged teenage mothers. What characterises all ef-

forts is that they seek to support and install a sense of empowerment

within the young person which may enable them to master similar

challenges in the future in a more adaptive way and to motivate

the young person to behaviour changes which may facilitate further

social reintegration (Perkins & Zimmerman, 1995; Svensson, 2003;

Zimmerman, 2002).

In sum, empowerment theory provides a framework for un-

derstanding the mechanisms of change within youth outreach

work. The goal of outreach work with at‐risk youth is to facilitate

positive long‐term social change by motivating the young person

to become actively engaged. Based on Svensson (2003) the

theoretical approach to youth outreach work is based on the

following principles:

– Distribution of services where youth, subcultural groups, young

people at risk and young drug users are present in their own

environment.

– To design services based on the needs young people demonstrate

and encourage their voluntary participation.

– The outreach work is based on voluntary relations between

the youth and the outreach worker. The relation is based on

confidence, distinctness and continuity.

– The outreach work is executed on the young people's own terms.

– Respect for the youth's own values, their needs, their civil and

human rights, their choice and their responsibility for their own

lives. Meet people with nonjudgemental attitude, integrity,

frankness and honesty.

1.4 | Why it is important to do this review

We have located one systematic review on outreach programmes for

youth; however, it only included programmes for street‐involved
youth, a term used by the authors instead of homeless youth

(Connolly & Joly, 2012). The participant population was young people

aged 12–25, who did not have a permanent place of residence.

Furthermore, it only included articles published in peer‐review
journals between 1990 and 2010 and had no restrictions on how

the studies measured an impact (i.e., studies without comparison

groups were included). The only impact result reported is on later

participation rates in the offered service.

Further, we have located five systematic reviews on street‐
connected and/or homeless youth.

The systematic review by Coren et al. (2016), focused on street‐
connected children and young people (i.e., living on, or closely con-

nected to, the street), from birth to 24 years, and included studies of

harm reduction or reintegration interventions that used a compar-

ison group study design. The searches were performed up to

April 2015. The primary outcomes of the review were inclusion and

reintegration. The secondary outcomes were measures of health,

well‐being and educational and occupational achievement. Thirteen

studies were included and most of them compared therapy‐based
services versus usual shelter and drop‐in services, or versus other

therapeutic/health interventions.

Another systematic review on homeless youth (between the ages

of 12–24 years) focused solely on HIV/acquired immunodeficiency

syndrome prevention programmes (Naranbhai et al., 2011). The

searches were performed up to December 2010 and only randomised

controlled trials were included.

In the systematic review by Altena et al. (2010), studies published up

to 2008 were included if they empirically examined the effectiveness

of an intervention for homeless youth. Randomised as well as

nonrandomised studies and studies without a control group, that is,
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before‐after studies were included. No meta‐analysis was performed,

only a narrative analysis describing each study and results.

The systematic review by Slesnick et al. (2009), included runaway,

shelter, street or drop‐in centre recruited youth between the ages of

12–24. In addition to intervention studies, the review also included

studies assessing youth outcomes after shelter or drop‐in utilisation (i.e.,

service evaluations) and qualitative studies. No meta‐analysis was per-

formed, only a narrative analysis describing each study and results. When

the searches were performed is not reported.

In Xiang (2013), studies that examined the effectiveness of in-

terventions to improve substance abuse problems among homeless

youth between the ages of 12 and 24 were included. Searches were

performed up to April 2012. Only studies that reported data on

substance use outcomes were included. Randomised as well as

nonrandomised studies and studies without a control group, that is,

before‐after studies were included. No meta‐analysis was performed,

only a narrative analysis describing each study and results.

Three systematic reviews were found, focusing explicitly on

mentoring interventions for youth.

Tolan et al. (2008) performed a systematic review on mentoring

intervention with the aim of affecting juvenile delinquency and as-

sociated problems for youth, defined as persons under age 18. The

review was limited to studies conducted within the United States or

another predominately English‐speaking country reported between

1970 and 2005. Eligible outcomes were measures of juvenile

delinquency, aggression or high levels of externalising problems, drug

abuse and academic achievement/school failure.

DuBois et al. (2002) searched for studies from 1970 through

1998 reporting on the effectiveness of one‐on‐one mentoring pro-

grammes for youth. The eligible age of youth is not reported but the

average age of the youth participants in the study population had to

be <19. The review included before‐after studies, and excluded

studies were the adult mentors were mental health professionals

(e.g., social workers). Studies of peer tutoring or mentoring pro-

grammes were also excluded. It is unclear what the eligible outcomes

were, all outcomes was analysed in one meta‐analysis; however a

moderator analysis distinguishes between the outcome types: emo-

tional/psychological, problem/high‐risk behaviour, social compe-

tence, academic/educational and career/employment.

DuBois et al. (2011) is a follow up to DuBois et al. (2002) with

some modifications. Before‐after studies were no longer eligible,

participants was required to be <18 years, studies of peer tutoring or

mentoring programmes were now eligible and mentoring was not

required to be one‐on‐one. The review included studies published

between 1999 and 2010. Eligible outcomes were attitudinal/moti-

vational, social/relational, psychological/emotional, conduct pro-

blems, academic/school, physical health and career/employment.

Besides being up to date, a major difference between these nine

systematic reviews and the current proposal is, that we will focus on

programmes with a targeted outreach component for youth aged

8–25.Participants need not be homeless (but are eligible if they are),

and we will only include studies with a control group. All relevant

outcome areas will be analysed separately in a meta‐analysis taking

into consideration the dependencies between effect sizes.

1.4.1 | Policy relevance

Public as well as private after‐school programmes and youth clubs

that provide healthy alternatives for youth have been shown to serve

as important resources for reducing school failure and youth crime

(Parker, 2011). However, it is questionable whether the youth who

would benefit most are those who are attracted to and attend such

programmes (Arbreton & McClanahan, 2002). Outreach work re-

presents an important preventive working approach with the aim of

attracting and serving the youth who are very unlikely to participate

on their own and who probably need help the most.

Outreach programmes targeting at‐risk youth are designed to

reach the youth who need help to prevent high‐school dropout,

crime, drug abuse, and other forms of delinquency. Besides the

nonmonetary costs in terms of pain, suffering, and lost quality of life

the youth incur themselves, there are potentially large financial costs

to society that can be saved. A 1998 study estimated the total costs

to society of allowing one youth to leave high school for a life of

crime and drug abuse to be somewhere between $1.7 and $2.3

million (Cohen, 1998). There are thus more than one good reason to

put more weight on prevention efforts.

2 | OBJECTIVES

The main objective of this review is to answer the following research

questions: What are the effects of outreach programmes on problem/

high‐risk behaviour of young people between 8 and 25 years of age

living in OECD countries? Are they less likely to experience an

adverse outcome such as school failure or drop‐out, runaway and

homelessness, substance and/or alcohol abuse, unemployment, long‐
term poverty, delinquency and more serious criminal behaviour?

3 | METHODS

3.1 | Criteria for considering studies for this review

3.1.1 | Types of studies

The proposed project will follow standard procedures for conducting

systematic reviews using meta‐analysis techniques.

Due to ethical considerations, it is hard to imagine that a re-

searcher would control the allocation of youth at risk to outreach and

no outreach. We therefore anticipate that relatively few controlled

trials on the effects of outreach on the problem/risk behaviour of at‐
risk youth will be found. However, in the unlikely event that a con-

trolled trial is found, it will of course be included in the review.
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In order to summarise what is known about the possible causal

effects of outreach, we will include all study designs that use a well‐
defined control group. Nonrandomised studies, where outreach has

occurred in the course of usual decisions outside the researcher's

control, must demonstrate pretreatment group equivalence via

matching, statistical controls or evidence of equivalence on key risk

variables and participant characteristics. These factors will be out-

lined in the protocol, and the methodological appropriateness of the

included studies will be assessed according to a risk of bias model.

The study designs we will include in the review are:

1. Controlled trials (where all parts of the study are prospective,

such as identification of participants, assessment of baseline, and

allocation to intervention, and which may be randomised or

nonrandomised), assessment of outcomes and generation of

hypotheses (Higgins & Green, 2011).

2. Nonrandomised studies (outreach has occurred in the course of

usual decisions, the allocation to outreach and no outreach is not

controlled by the researcher, and there is a comparison of two or

more groups of participants, that is, at least a treated group and a

control group).

Nonrandomised studies using an instrumental variable approach

will not be included—see the Appendix (Justification of exclusion of

studies using an instrumental variable (IV) approach) for our rationale

for excluding studies of these designs.

3.1.2 | Types of participants

The review will include young people between 8 and 25 years of age

living in OECD countries, who either have experienced or is at‐risk of

experiencing an adverse outcome such as school failure or drop‐out,
runaway and homelessness, substance and/or alcohol abuse, un-

employment, long‐term poverty, delinquency/criminal behaviour.

At‐risk may be based on such indicators as the young person's

level of association with negative peers (e.g., negative attitudes to-

ward school and poor educational outlook, gang members, etc.),

hanging out on the streets or in gang neighbourhoods, poor academic

history, coming from a highly distressed or crisis ridden, low income

family in a racially/ethnically segregated neighbourhood, and prior

involvement in illegal and delinquent activities.

Studies where the majority of participants are between 8 and

25 years of age will be included.

3.1.3 | Types of interventions

The intervention in this review are targeted outreach work which may

be combined with other services. There are different meanings of the

concept outreach work throughout Europe (Svensson, 2003). The term

outreach work as we will use it in this review is commonly known

throughout Scandinavia and is corresponding with detached youth

work in England (similar to street work or fieldwork, Korf et al., 1999).

Detached outreach work is executed outside any agency setting, is

taking place in the community where groups of marginalised youth are

known to meet, with the aim of engaging young people who lack any

kind of belonging, and directing young people to treatment or care

services when necessary. An outreach programme may be associated

with a specific service or combination of services offered by one or

more organisations targeting a specific population. The services com-

bined with the outreach component could be case management or

participation in community programmes or even a continuum of

comprehensive services including education, employment and in-

tensive supervision.

Outreach efforts with services only focusing on nutritional and

medical care (e.g., testing for HIV) will be excluded.

The comparison population are young people at‐risk who are not

contacted and encouraged by the outreach workers to attend any

services.

3.1.4 | Types of outcome measures

The primary outcome is problem/high‐risk behaviour, as the overall

review question is to evaluate current evidence on outreach pro-

grammes' effects on problem/high‐risk behaviour for young people

who have experienced or are at risk of experiencing an adverse

outcome. We seek evidence on how to best reduce or eliminate

problem/high‐risk behaviour, as problem/high‐risk behaviour is

understood as the young people's primary problem.

All measures will be included, that is, we do not require that

measures have been standardised on a different population.

Primary outcomes

The primary focus is on measures of problem/high‐risk behaviour, such as

delinquency/criminal behaviour, drug and alcohol use, high levels of ex-

ternalising problems, school failure, sexual risk taking, gang involvement/

membership, poverty, unemployment, runaway and homelessness.

Secondary outcomes

A secondary focus is on measures of social and emotional outcomes,

such as internalising symptoms (anxiety, depression), self‐identity,
interpersonal relations and social awareness

Adverse outcomes. Any adverse effects of interventions will be in-

cluded as an outcome including a worsening of outcome on any of the

included measures. Other adverse effects could be, for example,

measured by rates of hospitalisation, suicide and over‐doses.

Duration of follow‐up. We will include outcomes measured during and

after intervention as well as follow‐up at any given point in time.

Types of settings. Detached outreach work is executed outside any

agency setting, is carried out in the community where groups of

marginalised youth are known to meet, with the aim of engaging
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young people who lack any kind of belonging, and attracting young

people to treatment or care services when necessary.

Distribution of outreach services thus takes place where youth,

subcultural groups, young people at risk and young drug users are

present in their own environment.

Furthermore, we will include outreach services delivered in any

format meaning that we will include services that are delivered at an

individual level (that includes conversation, adult contacts, following

up and being available), at a group level (the outreach worker relates

to different youth groups and gangs, and initiates in‐group activities)

and finally local community work (such as finding places for the

young people to spend their spare‐time, contact and collaboration

with other youth workers and between voluntary and public orga-

nisations when that is suitable).

3.2 | Search methods for identification of studies

Relevant studies will be identified through searches in electronic

databases, governmental and grey literature repositories, hand

search in specific targeted journals, citation tracking, contact to

international experts and internet search engines.

3.2.1 | Electronic searches

The following electronic databases will be searched:

• ERIC (EBSCO)

• Academic Search (EBSCO)

• EconLit (EBSCO)

• PsycINFO (EBSCO)

• International Bibliography of the Social Sciences (ProQuest)

• Sociological Abstracts (ProQuest)

• Science Citation Index Expanded (Web Of Science)

• Social Sciences Citation Index (Web Of Science)

Description of the search‐string
The search string is based on the PICO(s)‐model, and contains two

concepts, of which we have developed two corresponding search

facets: population characteristics and the intervention. The search

string includes searches in title, abstract and subject terms for each

facet. The subject terms in the facets will be chosen according to the

options available in each database.

Below is an exemplified search string from the database

SocIndex. The search string is structured in the following order:

• Search 1–4 covers the intervention

• Search 5–8 covers the population characteristics

• Search 9 combines the two search facets

Interface—EBSCOhost Research Databases. Database—SocINDEX

with Full Text.

Search Terms Results

S9 S4 AND S8 855

S8 S5 OR S6 OR S7 119,970

S7 AB (“at‐risk” OR “school dropout*” OR

“school failure*” OR “mental disorder*”

OR abus* OR poverty OR crim* OR

homeless* OR street* OR detached* OR

delinquen*) AND AB (child* OR youth

OR adolescent* OR young OR teen* OR

student*)

99,921

S6 TI (at‐risk OR detached*) 28,092

S5 DE “AT‐risk youth” 334

S4 S1 OR S2 OR S3 6,287

S3 AB (outreach* OR “street work” OR

“fieldwork” OR “youth work”) AND AB

(program* OR service* OR mentor* OR

“social worker*” OR initiative* OR

project*)

4,761

S2 TI (outreach* OR “street work” OR

“fieldwork” OR “youth work”)

1,914

S1 DE “OUTREACH programs” 372

Limitations of the search‐string
No limitations will be implemented in the database searches.

3.2.2 | Searching other resources

Hand‐search
We will conduct a hand search of specific journals, in order to

make sure that all relevant articles are found. The hand search

will focus on editions published between 2018 and 2020 in order

to secure recently unpublished articles which have not yet been

indexed in the bibliographic databases. We will decide upon

which journals to hand search based on the identified records

from the electronic searches. The following are examples of

specific journals which we may decide to hand search:

• Children and Youth Services

• The Future of Children

• Research on Social Work Practice

• Journal of Prevention and Intervention in the Community

Searches for unpublished literature in general

Most of the resources searched for unpublished literature include

multiple types of references. As an example, the resources listed

to identify reports from national bibliographical resources also

include working papers and dissertations, as well as peer‐
reviewed references. In general, there is a great amount of

overlap between the types of references in the chosen resources.

The resources are listed once under the category of literature we
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expect to be most prevalent in the resource, even though multiple

types of unpublished/published literature might be identified in

the resource.

Further resources for identifying dissertations might be added

during the search process. A final list of resources will be included in

the appendix of the review.

Search for dissertations

We will search the following resources for dissertations:

• ProQuest Dissertations and Theses Global (ProQuest)

• EBSCO Open Dissertations (EBSCO‐host)

Search for working papers/conference proceedings

We will search the following resources for working papers/

conference proceedings:

• American Institutes for Research (AIR): https://www.air.org/

• Manpower Demonstration Research Corporation (MDRC): https://

www.mdrc.org/

• Urban Institute: https://www.urban.org/

Search for reports

Public/Private Ventures (P/PV) publications (although P/PV has

ceased operations, its publications is archived with the Foundation

Center's IssueLab: https://ppv.issuelab.org

Search for non‐US literature

We will search the following resources for non‐US literature:

• Danish National Research Database: http://www.forsknings-

databasen.dk/en

• SwePub—Academic publications at Swedish universities: http://

swepub.kb.se/

• NORA—Norwegian Open Research Archives: http://nora.

openaccess.no/

• CORE—research outputs from international repositories: https://

core.ac.uk/

• Skolporten—Swedish Dissertations: https://www.skolporten.se/

forskning/

• DIVA–Digital Scientific Archives: http://www.diva-portal.org/

smash/

Search for systematic reviews

If we identify relevant systematic reviews during the search process,

they will be used for citation‐tracking, in order to extract relevant

references from the review.

Citation‐tracking
We will use citation‐tracking methods to identify more relevant lit-

erature. We will citation‐track forwards (by using Google Scholar and

Web of Science) and backwards (by screening citations in the most

relevant literature).

Contact to experts

We will contact international experts to identify unpublished and

ongoing studies

3.3 | Data collection and analysis

3.3.1 | Description of methods used in primary
research

Randomised controlled trials are eligible but we expect that almost

all studies will be conducted without randomisation of participants.

Studies of the effect of outreach work are required to have a control

group for inclusion in the review. Participants may be allocated by,

for example, time differences, location differences, decision makers,

policy rules or participant preferences. They must all demonstrate

pretreatment group equivalence via matching, statistical controls, or

evidence of equivalence on key risk variables and participant char-

acteristics. The methodological appropriateness will be assessed ac-

cording to the risk of bias model outlined in Section 4.3.5. The risk of

bias assessment makes it possible to discriminate between studies

with varying degrees of risk. Studies that have been coded with a

critical risk of bias will not be included in the data synthesis.

An example of a study that may be included is McClanahan et al.

(2012) who evaluated the Philadelphia‐based Youth Violence

Reduction Partnership (YVRP) programme. The YVRP employs

proactive strategies aimed at addressing the root causes of violence

by providing high‐risk youth with intensive supervision and positive

support among other services using street workers. YVRP targets

youth who are on active probation, typically between the ages of 14

and 24 and live in one of the six YVRP police districts. McClanahan

et al. (2012) compared programme youth to youth who resided

outside the geographical programme boundaries and were similar to

programme youth on background characteristics (e.g., age, history of

involvement in the juvenile justice or criminal justice system, family

history of abuse and neglect, sibling involvement in the juvenile

justice or criminal justice system). Propensity scores were estimated

and used to create the comparison group by matching individuals on

the estimate of their likelihood of participating in the programme.

Another example is Campie et al. (2014) who evaluated the

Massachusetts Safe and Successful Youth Initiative (SSYI), an in-

itiative launched in 11 cities with the highest per capita rates of

violent crime. SSYI aims to reduce violence and promote healthy

development and outcomes among young males, ages 14–24 who are

at the greatest risk for violent offending and victimisation. Campie

et al. (2014) estimated propensity scores to measure an individual's

probability of selection and participation in the programme (only

males aged 14–24 were eligible and they further included variables

for whether or not the young male had committed a gun crime or had

committed a knife crime). Besides matching individuals on the

estimate of their likelihood of participating in the programme they

further statistically controlled for age, race, gun crime perpetration

and knife crime perpetration.
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3.3.2 | Criteria for determination of independent
findings

In order to determine the independence of results in included stu-

dies, we will consider whether individuals may have undergone

multiple interventions, whether there were multiple treatment

groups and whether several studies are based on the same data

source.

Multiple interventions groups and multiple interventions per

individuals

Studies with multiple intervention groups with different individuals

will be included in this review, although only intervention and control

groups that meet the eligibility criteria will be used in the data

synthesis. To avoid problems with dependence between effect

sizes we will apply robust standard errors (Hedges, Tipton, &

Johnson, 2010) and use the small sample adjustment to the estimator

itself (Tipton, 2015). We will use the results in Tanner‐Smith and

Tipton (2014) and Tipton (2015) to evaluate if there are enough

studies for this method to consistently estimate the standard errors.

See Section 4.3.11 below for more details about the data synthesis.

If there are not enough studies, we will use a synthetic effect size

(the average) in order to avoid dependence between effect sizes. This

method provides an unbiased estimate of the mean effect size

parameter but overestimates the standard error. Random effects models

applied when synthetic effect sizes are involved actually perform better

in terms of standard errors than do fixed effects models (Hedges, 2007a).

However, tests of heterogeneity when synthetic effect sizes are included

are rejected less often than nominal.

If pooling is not appropriate (e.g., the multiple interventions and/

or control groups include the same individuals), only one intervention

group will be coded and compared to the control group to avoid

overlapping samples. The choice of which estimate to include will be

based on our risk of bias assessment. We will choose the estimate

that we judge to have the least risk of bias (primarily, confounding

bias and in case of equal scoring the missing outcome data domain

will be used).

Multiple studies using the same sample of data

In some cases, several studies may have used the same sample of

data or some studies may have used only a subset of a sample used in

another study. We will review all such studies, but in the meta‐
analysis we will only include one estimate of the effect from each

sample of data. This will be done to avoid dependencies between the

“observations” (i.e., the estimates of the effect) in the meta‐analysis.
The choice of which estimate to include will be based on our risk of

bias assessment of the studies. We will choose the estimate from the

study that we judge to have the least risk of bias (primarily,

confounding bias). If two (or more) studies are judges to have the

same risk of bias and one of the studies (or more) uses a subset of a

sample used in another study (or studies) we will include the study

using the full set of participants.

Multiple time points

When the results are measured at multiple time points, each out-

come at each time point will be analysed in a separate meta‐analysis
with other comparable studies taking measurements at a similar time

point. As a general guideline, these will be grouped together as fol-

lows: (a) postintervention (b) less than a year follow up, (c) 1–2 year

follow up, and (d) More than 2 year follow up. However, should the

studies provide viable reasons for an adjusted choice of relevant and

meaningful duration intervals for the analysis of outcomes, we will

adjust the grouping.

3.3.3 | Selection of studies

Under the supervision of review authors, two review team assistants

will first independently screen titles and abstracts to exclude studies

that are clearly irrelevant. Studies considered eligible by at least one

assistant or studies were there is insufficient information in the title

and abstract to judge eligibility, will be retrieved in full text. The full

texts will then be screened independently by two review team as-

sistants under the supervision of the review authors. Any disagree-

ment of eligibility will be resolved by the review authors. Exclusion

reasons for studies that otherwise might be expected to be eligible

will be documented and presented in an appendix.

The study inclusion criteria will be piloted by the review authors

(see Appendix First and second level screening). The overall search and

screening process will be illustrated in a flow diagram. None of the

review authors will be blind to the authors, institutions or the jour-

nals responsible for the publication of the articles.

3.3.4 | Data extraction and management

Two review authors will independently code and extract data from

included studies. A coding sheet will be piloted on several studies and

revised as necessary (see Appendix Data extraction). Disagreements

will be resolved by consulting a third review author with extensive

content and methods expertise. Disagreements resolved by a third

reviewer will be reported. Data and information will be extracted on:

available characteristics of participants, intervention characteristics

and control conditions, research design, sample size, risk of bias and

potential confounding factors, outcomes, and results. Extracted data

will be stored electronically. Analysis will be conducted using

RevMan5 and Stata software.

3.3.5 | Assessment of risk of bias in included studies

We will assess the risk of bias in randomised studies using Cochranes

revised risk of bias tool, ROB 2 (Higgins et al., 2019).

The tool is structured into five domains, each with a set of sig-

nalling questions to be answered for a specific outcome. The five
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domains cover all types of bias that can affect results of randomised

trials.

The five domains for individually randomised trials are:

(1) Bias arising from the randomisation process;

(2) Bias due to deviations from intended interventions (separate

signalling questions for effect of assignment and adhering to

intervention);

(3) Bias due to missing outcome data;

(4) Bias in measurement of the outcome;

(5) Bias in selection of the reported result.

For cluster‐randomised trials, an additional domain is included

((1b) Bias arising from identification or recruitment of individual

participants within clusters). We will use the latest template for

completion (currently it is the version of March 15, 2019 for in-

dividually randomised parallel‐group trials and October 20, 2016 for

cluster randomised parallel‐group trials). In the cluster randomised

template however, only the risk of bias due to deviation from the

intended intervention (effect of assignment to intervention; intention

to treat) is present and the signalling question concerning the ap-

propriateness of the analysis used to estimate the effect is missing.

Therefore, for cluster randomised trials we will only use the signalling

questions concerning the bias arising from identification or recruit-

ment of individual participants within clusters from the template for

cluster randomised parallel‐group trials; otherwise we will use the

template and signalling questions for individually randomised

parallel‐group trials.

We will assess the risk of bias in nonrandomised studies, using

the model ROBINS‐I, developed by members of the Cochrane Bias

Methods Group and the Cochrane Non‐Randomised Studies Methods

Group (Sterne, Hernán, et al., 2016). We will use the latest template

for completion (currently it is the version of September 19, 2016).

The ROBINS‐I tool is based on the Cochrane RoB tool for ran-

domised trials, which was launched in 2008 and modified in 2011

(Higgins et al., 2011).

The ROBINS‐I tool covers seven domains (each with a set of

signalling questions to be answered for a specific outcome) through

which bias might be introduced into nonrandomised studies:

(1) Bias due to confounding

(2) Bias in selection of participants

(3) Bias in classification of interventions

(4) Bias due to deviations from intended interventions;

(5) Bias due to missing outcome data;

(6) Bias in measurement of the outcome;

(7) Bias in selection of the reported result.

The first two domains address issues before the start of the

interventions and the third domain addresses classification of the

interventions themselves. The last four domains address issues after

the start of interventions and there is substantial overlap for these

four domains between bias in randomised studies and bias in

nonrandomised studies trials (although signalling questions are

somewhat different in several places, see Sterne, Higgins, et al., 2016

and Higgins et al., 2019).

Randomised study outcomes are rated on a “Low/Some con-

cerns/High” scale on each domain; whereas nonrandomised study

outcomes are rated on a “Low/Moderate/Serious/Critical/No In-

formation” scale on each domain. The level “Critical” means: the

study (outcome) is too problematic in this domain to provide any

useful evidence on the effects of intervention and it is excluded from

the data synthesis. The same critical level of risk of bias (excluding

the result from the data synthesis) is not directly present in the RoB

2 tool, according to the guidance to the tool (Higgins et al., 2019).

We will add a critical level of risk of bias to the RoB 2 tool with

the same meaning as in the ROBINS‐I tool; that is, the study (out-

come) is too problematic in this domain to provide any useful

evidence on the effects of intervention and it is excluded from the

data synthesis. We will stop the assessment of a randomised study

outcome using the RoB 2 as soon as one domain is judged as

“Critical”. Likewise, we will stop the assessment of a nonrandomised

study outcome as soon as one domain in the ROBINS‐I is judged as

“Critical”.

“High” risk of bias in multiple domains in the RoB 2 assessment

tool may lead to a decision of an overall judgement of “Critical” risk

of bias for that outcome and it will be excluded from the data

synthesis. “Serious” risk of bias in multiple domains in the ROBINS‐I
assessment tool may lead to a decision of an overall judgement of

“Critical” risk of bias for that outcome and it will be excluded from

the data synthesis.

Confounding

An important part of the risk of bias assessment of nonrandomised

studies is consideration of how the studies deal with confounding factors.

Systematic baseline differences between groups can compromise com-

parability between groups. Baseline differences can be observable (e.g.,

age and gender) and unobservable (to the researcher; e.g., motivation and

“ability”). There is no single nonrandomised study design that always

solves the selection problem. Different designs represent different ap-

proaches to dealing with selection problems under different assumptions,

and consequently require different types of data. There can be particu-

larly great variations in how different designs deal with selection on

unobservables. The “adequate”method depends on the model generating

participation, that is, assumptions about the nature of the process by

which participants are selected into a programme.

A major difficulty in estimating causal effects of outreach work is the

potential endogeneity of the young individual's life circumstance that

leads to the decision of the outreach worker to reach out to that parti-

cular young person and if not accounted for it will yield biased estimates.

As there is no universal correct way to construct counterfactuals

for nonrandomised designs, we will look for evidence that identifi-

cation is achieved, and that the authors of the primary studies justify

their choice of method in a convincing manner by discussing the

assumption(s) leading to identification (the assumption(s) that make

it possible to identify the counterfactual). Preferably the authors
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should make an effort to justify their choice of method and convince

the reader that the only difference between a treated individual and

a nontreated individual is the treatment. The judgement is reflected

in the assessment of the confounder unobservables in the list of

confounders considered important at the outset (see Appendix User

guide for unobservables).

In addition to unobservables, we have identified the following

observable confounding factors to be most relevant: age,

gender and risk indicators as described in section Type of parti-

cipants. In each study, we will assess whether these factors have

been considered, and in addition we will assess other factors

likely to be a source of confounding within the individual included

studies.

Importance of prespecified confounding factors

The motivation for focusing on age, gender and risk indicators is

given below.

The prevalence of different types of behavioural and psy-

chological problems, coping skills, cognitive and emotional ability

vary throughout a child's development through puberty and

into adulthood (Cole et al., 2005), and therefore we consider

age to be a potential confounding factor. Furthermore, there are

substantial gender differences in behaviour problems, coping

and risk of different types of adverse outcomes which is why

we also include gender as a potential confounding factor

(Card et al., 2008; Hampel & Petermann, 2005; Hart et al., 2007).

Pretreatment group equivalence of risk indicators is indisputable

an important confounder as young people in stable life circum-

stances, typically are not at risk of developing the range of problems

we will consider in this review. Therefore, the accuracy of the esti-

mated effects of outreach programmes will depend crucially on how

well the risk indicators are controlled for.

Effect of primary interest and important cointerventions

We are mainly interested in the effect of starting and adhering to the

intended intervention, that is, the treatment on the treated effect.

The risk of bias assessments will therefore be in relation to this

specific effect.

As the intervention is outreach to young people who are

very unlikely to seek out help for themselves, we cannot think

of any important differences in additional interventions

(“co‐interventions”) between intervention groups that can bias the

estimated effect.

Assessment

At least two review authors will independently assess the risk of bias

for each relevant outcome from the included studies. Any disagree-

ments will be resolved by a third reviewer with content and statis-

tical expertise and will be reported. We will report the risk of bias

assessment in risk of bias tables for each included study outcome in

the completed review.

3.3.6 | Measures of treatment effect

Continuous outcomes

For continuous outcomes, effects sizes with 95% confidence intervals will

be calculated, where means and standard deviations are available. If

means and standard deviations are not available, we will calculate stan-

dardised mean differences (SMDs) from F ratios, t values, χ2 values and

correlation coefficients, where available, using the methods suggested by

Lipsey andWilson (2001). If not enough information is yielded, the review

authors will request this information from the principal investigators.

Hedges' g will be used for estimating SMDs. Any measures of drug and

alcohol use or social and emotional outcomes, are examples of relevant

continuous outcomes in this review.

Dichotomous outcomes

For dichotomous outcomes, we will calculate odds ratios with 95%

confidence intervals. Delinquency, school failure, gang involvement/

membership and homelessness, are examples of relevant dichot-

omous outcomes in this review.

There are statistical approaches available to re‐express dichot-

omous and continuous data to be pooled together (Sánchez‐Meca

et al., 2003). In order to calculate common metric odds ratios will be

converted to SMD effect sizes using the Cox transformation. We will

only transform dichotomous effect sizes to SMD if appropriate, for

example, as may be the case with, for example, the outcomes drug

and alcohol use, that can be measured with binary and con-

tinuous data.

When effect sizes cannot be pooled, study‐level effects will be

reported in as much detail as possible. Software for storing data and

statistical analyses will be RevMan 5.0, Excel, R and Stata 10.0.

3.3.7 | Unit of analysis issues

Errors in statistical analysis can occur when the unit of allocation differs

from the unit of analysis. In cluster randomised trials, participants are

randomised to treatment and control groups in clusters, either when data

from multiple participants in a setting are included (creating a cluster

within the community setting), or when participants are randomised by

treatment locality. Nonrandomised studies may also include clustered

assignment of treatment. Effect sizes and standard errors from such

studies may be biased if the unit‐of‐analysis is the individual and an

appropriate cluster adjustment is not used (Higgins & Green, 2011).

If possible, we will adjust effect sizes individually using the methods

suggested by Hedges (2007b) and information about the intracluster

correlation coefficient (ICC), realised cluster sizes and/or estimates of the

within and between variances of clusters. If it is not possible to obtain this

information, we will adjust effect sizes using estimates from the literature

(we will search for estimates of relevant ICC's), and assume equal cluster

sizes. To calculate an average cluster size, we will divide the total sample

size in a study by the number of clusters.
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3.3.8 | Dealing with missing data

Missing data and attrition rates will be assessed in the included

studies; see Section 4.3.5. Where studies have missing summary data,

such as missing standard deviations, the review authors will request

this information from the principal investigators. If no information is

yielded, we will derive these where possible from F ratios, t values, χ2

values and correlation coefficients using the methods suggested by

Lipsey and Wilson (2001). If missing summary data cannot be de-

rived, the study results will be reported in as much detail as possible.

3.3.9 | Assessment of heterogeneity

Heterogeneity among primary outcome studies will be assessed with

χ2 (Q) test, and the I2 and τ2 statistics (Higgins et al., 2003). Any

interpretation of the χ2 test will be made cautiously on account of its

low statistical power.

3.3.10 | Assessment of reporting biases

Reporting bias refers to both publication bias and selective reporting of

outcome data and results. Here, we state how we will assess publica-

tion bias.

We will use funnel plots for information about possible publication

bias if we find sufficient studies (Higgins & Green, 2011). However,

asymmetric funnel plots are not necessarily caused by publication bias

(and publication bias does not necessarily cause asymmetry in a funnel

plot). If asymmetry is present, we will consider possible reasons for this.

3.3.11 | Data synthesis

The proposed project will follow standard procedures for conducting

systematic reviews using meta‐analysis techniques. All follow‐up
durations reported in the primary studies will be recorded and we

will do separate analyses for short‐term and long‐term outcomes.

The overall data synthesis will be conducted where effect sizes

are available or can be calculated, and where studies are similar in

terms of the outcome measured. Meta‐analysis of outcomes will be

conducted on each metric (as outlined in Section 4.1.4) separately.

As different computational methods may produce effect sizes that

are not comparable, we will be transparent about all methods used in the

primary studies (research design and statistical analysis strategies) and

use caution when synthesising effect sizes. Special caution will be taken

concerning studies using regression discontinuity (RD) to estimate a local

average treatment effect (LATE; Angrist & Pischke, 2009). These will be

included, but may be subject to a separate analysis depending on

the comparability between the LATE's and the effects from other studies.

We will in any case check the sensitivity of our results to the inclusion of

RD studies. In addition, we will discuss the limitation in generalisation of

results obtained from these types of studies.

When the effect sizes used in the data synthesis are odds ratios, they

will be log transformed before being analysed. The reason is that ratio

summary statistics all have the common feature that the lowest value

that they can take is 0, that the value 1 corresponds with no intervention

effect, and the highest value that an odds ratio can ever take is infinity.

This number scale is not symmetric. The log transformation makes the

scale symmetric: the log of 0 is minus infinity, the log of 1 is zero, and the

log of infinity is infinity.

Studies that have been coded with a critical risk of bias will not

be included in the data synthesis.

As the intervention deal with diverse populations of participants

(from different countries, facing different curriculums, etc.), and we

therefore expect heterogeneity among primary study outcomes, all

analyses of the overall effect will be inverse variance weighted using

random effects statistical models that incorporate both the sampling

variance and between study variance components into the study

level weights. Random effects weighted mean effect sizes will be

calculated using 95% confidence intervals and we will provide a

graphical display (Forest plot) of effect sizes. Graphical displays for

meta‐analysis performed on ratio scales sometimes use a log scale, as

the confidence intervals then appear symmetric. This is however not

the case for the software Revman 5 which we plan to use in this

review.1 The graphical displays using odds ratios and the mean effect

size will be reported as a odds ratio. Heterogeneity among primary

outcome studies will be assessed with χ2 (Q) test, and the I2, and τ2

statistics (Higgins et al., 2003). Any interpretation of the χ2 test will

be made cautiously on account of its low statistical power.

For subsequent analyses of moderator variables that may con-

tribute to systematic variations, we will use the mixed‐effects re-

gression model, if there are a sufficient number of studies. This model

is appropriate if a predictor explaining some between‐studies varia-

tion is available but there is a need to account for the remaining

uncertainty (Hedges & Pigott, 2004; Konstantopoulos, 2006).

Several studies may have used the same sample of data. We will

review all such studies, but in the meta‐analysis we will only include

one estimate of the effect from each sample of data. This will be done

to avoid dependencies between the “observations” (i.e., the estimates

of the effect) in the meta‐analysis. The choice of which estimate to

include will be based on our quality assessment of the studies. We

will choose the estimate from the study that we judge to have the

least risk of bias, with particular attention paid to confounding bias.

Studies may provide results separated by, for example, age and/or

gender. We will include results for all age and gender groups. To take into

account the dependence between such multiple effect sizes from the

same study, we will apply robust variance estimation (RVE) approach

(Hedges et al., 2010). An important feature of this analysis is that the

results are valid regardless of the weights used. For efficiency purposes,

we will calculate the weights using a method proposed by Hedges et al.

(2010). This method assumes a simple random‐effects model in which

study average effect sizes vary across studies (τ2) and the effect sizes

1If we apply robust variance estimation, the analysis will be conducted in STATA or Ras

robust variance estimation is not implemented in Revman 5.
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within each study are equicorrelated (ρ). The method is approximately

efficient, since it uses approximate inverse‐variance weights: they are

approximate given that ρ is, in fact, unknown and the correlation struc-

ture may be more complex. We will calculate weights using estimates of

τ2, setting ρ=0.80 and conduct sensitivity tests using a variety of

ρ values; to asses if the general results and estimates of the heterogeneity

is robust to the choice of ρ. We will use the small sample adjustment to

the residuals used in RVE as proposed by Bell and McCaffrey (2002) and

extended by McCaffrey et al. (2001) and by Tipton (2015). We will use

the Satterthwaite degrees of freedom (Satterthwaite, 1946) for tests as

proposed by Bell and McCaffrey (2002) and extended by Tipton (2015).

We will use the guidelines provided in Tanner‐Smith and Tipton (2014) to

evaluate if there are enough studies for this method to consistently

estimate the standard errors.

If there is not a sufficient number of studies to use RVE we will

conduct a data synthesis where we use a synthetic effect size (the

average) in order to avoid dependence between effect sizes.

3.3.12 | Subgroup analysis and investigation of
heterogeneity

We will investigate the following factors with the aim of explaining

potential observed heterogeneity: study‐level summaries of partici-

pant characteristics (e.g., studies considering a specific gender or age

group or studies where separate effects for girls/boys or age groups

(e.g., 8–17 year old/18–25 year old) are available) and target group (if

the programme is targeted towards a specific risky behaviour such

as, e.g., homeless youth, youth who are on active probation or youth

who are gang‐involved etc.).

If the number of included studies is sufficient and given there is

variation in the covariates (age, gender and target group), we will

perform moderator analyses (multiple meta‐regression using the

mixed model) to explore how observed variables are related to

heterogeneity.

If there are a sufficient number of studies, we will apply the RVE

approach and use approximately inverse variance weights calculated

using a method proposed by Hedges et al. (2010). This technique

calculates standard errors using an empirical estimate of the var-

iance: it does not require any assumptions regarding the distribution

of the effect size estimates. The assumptions that are required to

meet the regularity conditions are minimal and generally met in

practice. This more robust technique is beneficial because it takes

into account the possible correlation between effect sizes separated

by the covariates within the same study (e.g., age or gender sepa-

rated effects) and allows all of the effect size estimates to be included

in meta‐regression. We will calculate weights using estimates of τ2,

setting ρ = 0.80 and conduct sensitivity tests using a variety of

ρ values; to asses if the general results is robust to the choice of ρ.

We will use the small sample adjustment to the residuals used in RVE

and the Satterthwaite degrees of freedom (Satterthwaite, 1946) for

tests (Tipton, 2015). The results in Tipton (2015) suggests that the

degrees of freedom depend on not only the number of studies but

also on the type of covariates included in the meta‐regression. The
degrees of freedom can be small, even when the number of studies is

large if a covariate is highly unbalanced or a covariate with very high

leverage is included, The degrees of freedom will vary from coeffi-

cient to coefficient. The corrections to the degrees of freedom enable

us to assess when the RVE method performs well. As suggested by

Tanner‐Smith and Tipton (2014) and Tipton (2015) if the degrees of

freedom are smaller than four, the RVE results should not be trusted.

We will report 95% confidence intervals for regression parameters.

We will estimate the correlations between the covariates and consider

the possibility of confounding. Conclusions from meta‐regression analysis

will be cautiously drawn and will not solely be based on significance tests.

The magnitude of the coefficients and width of the confidence intervals

will be taken into account as well. Otherwise, single factor subgroup

analysis will be performed. The assessment of any difference between

subgroups will be based on 95% confidence intervals. Interpretation of

relationships will be cautious, as they are based on subdivision of studies

and indirect comparisons.

In general, the strength of inference regarding differences in

treatment effects among subgroups is controversial. However,

making inferences about different effect sizes among subgroups on

the basis of between‐study differences entails a higher risk com-

pared to inferences made on the basis of within study differences;

see Oxman and Guyatt (1992). We will therefore use within study

differences where possible.

We will also consider the degree of consistence of differences, as

making inferences about different effect sizes among subgroups en-

tails a higher risk when the difference is not consistent within the

studies; see Oxman and Guyatt (1992).

3.3.13 | Sensitivity analysis

Sensitivity analysis will be carried out by restricting the meta‐
analysis to a subset of all studies included in the original meta‐
analysis and will be used to evaluate whether the pooled effect sizes

are robust across components of risk of bias. We will consider sen-

sitivity analysis for each domain of the risk of bias checklists and

restrict the analysis to studies with a low risk of bias.

Sensitivity analyses with regard to research design and statis-

tical analysis strategies in the primary studies will be an important

element of the analysis to ensure that different methods produce

consistent results.

Treatment of qualitative research

We do not plan to include qualitative research.
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APPENDIX A

First and second level screening

First level screening is on the basis of titles and abstracts. Second

level is on the basis of full text

Reference id. No.:

Reviewers initials:

Source:

Year of publication:

Country/countries of origin:

Author(s):

The study will be excluded if one or more of the answers to

question 1–3 are “No”. If the answers to question 1–3 are “Yes” or

“Uncertain”, then the full text of the study will be retrieved for

second level eligibility. All unanswered questions need to be posed

again on the basis of the full text. If not enough information is

available, or if the study is unclear, the author of the study will be

contacted if possible.

Screening questions:

1. Does the study focus on outreach work?

Yes—include.

No—if no then stop here and exclude.

Uncertain—include.

Question 1 guidance:

The intervention in this review is outreach work which may

also be termed detached youth work, street work or fieldwork.

Outreach efforts with services only focusing on nutritional and

medical care (e.g., testing for HIV) will be excluded.

2. Are the participants young people between 8 and 25 years of age

living in OECD countries, who either have experienced or is at‐risk
of experiencing an adverse outcome such as school failure, drug use,

participation in delinquent behaviours, runaway and homelessness?

Yes—include.

No—if no then stop here and exclude.

Uncertain—include

Question 2 guidance:

At‐risk may be based on such indicators as the young person's

level of association with negative peers (e.g., negative attitudes to-

ward school and poor educational outlook, gang members, etc.),

hanging out on the streets or in gang neighbourhoods, poor aca-

demic history, coming from a highly distressed or crisis ridden, low

income family in a racially/ethnically segregated neighbourhood, and

prior involvement in illegal and delinquent activities.

3. Is the report/article a quantitative evaluation study with a com-

parison condition?

Yes—include

No—if no then stop here and exclude

Uncertain—include

Question 3 guidance:

We are only interested in primary quantitative studies with a

comparison group, where the authors have analysed the data. We are

not interested in theoretical papers on the topic or surveys/reviews

of studies of the topic (this question may be difficult to answer on the

base of titles and abstracts alone).

Data extraction

Names of author(s)

Title

Language

Journal

Year

Country

Target group

Participant characteristic (age, gender, ethnicity, risk factors)

Services combined with the outreach component (e.g., case

management or participation in community programmes or a

continuum of comprehensive services including education,

employment and intensive supervision)

Duration (number of weeks, months or years)

Intensity (number of hours per week/month)

Type of data used in study (administrative, questionnaire, other
(specify))

Time period covered by analysis (divide into intervention and

follow up)

Sample size (divide into treated/comparison)

Outcome measures

Instructions: Please enter outcome measures in the order in which

they are described in the report. Note that a single outcome measure

can be completed by multiple sources and at multiple points in time

(data from specific sources and time‐points will be entered later).
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# Outcome and measure Reliability and validity Format Direction Pg# & notes

1 Info from: Dichotomy High score or event is

Other samples Continuous Positive

Negative

This sample Can't tell

Unclear

Info provided:

*Repeat as needed

OUT COME DATA

DICHOTOMOUS OUTCOME DATA

Outcome

Time point(s)

(record exact
time from

participation,
there may be

more than
one, record

them all) Source Valid Ns Cases Noncases Statistics

Pg. # &

Notes

Questionnaire Participation Participation Participation RR (risk ratio)

Admin data OR (odds ratio)

Other (specify) Comparison Comparison Comparison SE (standard error)

95% CI

Unclear DF

p value (enter exact p

value if available)

χ2

Other

Repeat as needed

CONTINUOUS OUTCOME DATA

Outcome

Time point(s) (record
exact time from

participation, there may
be more than one,

record them all) Source (specify) Valid Ns Means SDs Statistics

Pg. # &

Notes

Questionnaire Participation Participation Participation p

Admin data t

Comparison Comparison Comparison F

Other (specify) Df

Unclear ES

Other

*Repeat as need
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Assessment of risk of bias in included studies

User guide for unobservables

Systematic baseline differences between groups can compromise

comparability between groups. Baseline differences can be ob-

servable (e.g., age and gender) and unobservable (to the researcher;

e.g., motivation and “ability”). There is no single nonrandomised

study design that always solves the selection problem. Different

designs solve the selection problem under different assumptions and

require different types of data. Especially how different designs deal

with selection on unobservables varies. The “right” method depends

on the model generating participation, that is, assumptions about the

nature of the process by which participants are selected into a

programme.

As there is no universal correct way to construct counterfactuals

we will assess the extent to which the identifying assumptions (the

assumption that makes it possible to identify the counterfactual) are

explained and discussed (preferably the authors should make an

effort to justify their choice of method). We will look for evidence that

authors using, for example (this is NOT an exhaustive list):

Natural experiments

Discuss whether they face a truly random allocation of participants

and that there is no change of behaviour in anticipation of, for

example, policy rules.

Matching (including propensity scores)

Explain and discuss the assumption that there is no selection on

unobservables, only selection on observables.

(Multivariate, multiple) regression

Explain and discuss the assumption that there is no selection on

unobservables, only selection on observables. Further discuss the

extent to which they compare comparable people.

Regression discontinuity

Explain and discuss the assumption that there is a (strict!) RD treat-

ment rule. It must not be changeable by the agent in an effort to

obtain or avoid treatment. Continuity in the expected impact at the

discontinuity is required.

Difference‐in‐difference (treatment‐control‐before‐after)
Explain and discuss the assumption that the trends in treatment and

control groups would have been parallel, had the treatment not occurred.

Justification of exclusion of studies using an
instrumental variable (IV) approach

Studies using IVs for causal inference in nonrandomised studies

will not be included as the interpretation of IV estimates is

challenging. IV only provides an estimate for a specific group

namely, people whose behaviour change due to changes in the

particular instrument used. It is not informative about effects on

never‐takers and always‐takers because the instrument does not

affect their treatment status. The estimated effect is thus

applicable only to the subpopulation whose treatment status is

affected by the instrument. As a consequence, the effects differ

for different IVs and care has to be taken as to whether they

provide useful information. The effect is interesting when the

instrument it is based on is interesting in the sense that it cor-

responds to a policy instrument of interest. Further, if those that

are affected by the instrument are not affected in the same way

the IV estimate is an average of the impacts of changing treatment

status in both directions, and cannot be interpreted as a treat-

ment effect. To turn the IV estimate into a LATE requires a

monotonicity assumption. The movements induced by the in-

strument go in one direction only, from no treatment to treat-

ment. The IV estimate, interpreted as a LATE, is only applicable to

the complier population, those that are affected by the instrument

in the “right way”. It is not possible to characterise the complier

population as an observation's subpopulation cannot be de-

termined and defiers do not exist by assumption.

In the binary‐treatment–binary‐instrument context, the IV

estimate can, given monotonicity, be interpreted as a LATE; that is,

the average treatment effect for the subpopulation of compliers. If

treatment or instruments are not binary, interpretation becomes

more complicated. In the binary‐treatment–multivalued‐instrument

(ordered to take values from 0 to J) context, the IV estimate, given

monotonicity, is a weighted average of pairwise LATE parameters

(comparing subgroup j with subgroup j − 1). The IV estimate can thus

be interpreted as the weighted average of average treatment effects

in each of the J subgroups of compliers. In the multivalued‐
treatment (ordered to take values from 0 to T) −multivalued‐
instrument (ordered to take values from 0 to J) context, the IV

estimate for each pair of instrument values, given monotonicity, is a

weighted average of the effects from going from t − 1 to t for per-

sons induced by the change in the value of the instrument to move

from any level below t to the level t or any level above. Persons can

be counted multiple times in forming the weights. (Angrist, &

Pischke, 2009; Heckman & Urzúa, 2010; Heckman, et al., 2006).
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